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Abstract: The primary value of a time series model lies in its ability to provide reliable approximations of the modelled variable, both in-sample (where data are used to estimate model parameters) and out-of-sample (where the model is updated with new information and produces forecasts). In this paper, an overview of the various models in the GARCH family is followed by their application in estimating the daily volatility of Citigroup Inc., a major player in the US sub-prime mortgage crisis. Fitting these estimates to the ex-post realized volatility measure constructed from high-frequency returns provides superior goodness-of-fit than fitting them to the conventional absolute returns measure. This suggests that when modelling latent financial volatility, information revealed by high-frequency data can greatly enhance GARCH estimates’ performance.
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Introduction

Poon and Granger (2003) emphasis the role of volatility in modern finance literature. The importance of volatility is apparent in a large variety of disciplines, of which the following are but a few: derivative pricing (e.g. option pricing depends heavily on underlying stock’s volatility), risk management (volatility forecasting has become crucial to determining Value-at-risk especially after the global implementation of the first Basel Accord in 1988) and policy making (which relies on estimates of financial vulnerability via proxies of risk such as volatility).

Understanding the nature of volatility is therefore becoming ever more crucial in financial modelling. Taylor (2005) proposed one of the most popular definitions of this variable: it is defined by standard deviation of a historical set of returns \( \{ r_t | t = 1, \ldots, T \} \) whose mean is \( \bar{r} = \hat{\mu} = \frac{1}{T} \sum_{t=1}^{T} r_t \). The formula is thus:

\[
\sigma = \sqrt{\frac{1}{T-1} \sum_{t=1}^{T} (r_t - \bar{r})^2}
\]

\( (1) \)
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Simply put, the volatility of an asset is the standard deviation of the returns on that asset away from its equilibrium (long-run mean) over a period of time (Hull, 2006). In the finance literature, volatility is commonly measured by the absolute value of the returns. Though statistically improper, absolute value provides the best estimate of the standard deviation of a single return at a single period (Taylor, 2005; Boubaker & Raza, 2017).

As volatility captures the variability in asset prices, it is generally taken as a proxy for risk. Poon and Granger (2003) examine volatility via the continuous time martingale that generates instantaneous returns:

$$d(\ln p_t) = \sigma_t \, dW_{p,t}$$

(2)

where $p_t$ is the stock price and $dW_{p,t}$ denotes a standard Wiener process. In this context, volatility can be thought of as a ‘scale’ parameter which adjusts the size of the variation associated with a stochastic Wiener process. Then, the conditional variance of this return over the period $[t, t+1]$ is called the ‘integrated volatility’:

$$\int_0^1 \sigma_t^2 \, d\tau.$$ 

Fundamental derivatives pricing theories were built upon this quantity under stochastic volatility (See for example Melino (1991), Hull and White (1996) and Hull (2006)). In general, $\sigma_t$ is unobservable. However, if we can obtain a sufficiently large number of continuously compounded returns over one time unit, the sum of the squared value of these returns shall provide us with a consistent estimate of the integrated volatility. This estimate is known as ‘realized volatility’.

Poon and Granger (2003) show that the accuracy of the realized estimate increases with the number of returns (or the sampling rate) computed at higher frequency. Proof of this proposition can also be found in (Barndorff-Nielsen & Shephard, 2002; Chen, 2014). This means that given high-frequency data availability, the latent volatility process is plausibly observable. Beside being an ‘error-free’ volatility estimator, realized volatility is relatively simple to compute. A number of studies illustrated the importance of volatility measures constructed from returns recorded at high frequencies (See e.g. (Andersen & Bollerslev, 1998; Andersen, Bollerslev, Diebold, & Labys, 1999) among others).

As the name suggested, high-frequency financial data are recorded much more frequently than the ‘standard’ data (e.g. daily data). Traditionally, the data used in published studies of financial time series analysis are both low-frequency and regularly spaced, while availability of high-frequency data has not resulted in a comprehensive literature until recently. This is due to the fact that low sampling rate of data can help reduce the costs of collection and storage significantly, and the equally spaced data points made it simpler to developed statistical inferences, though with limited confidence (Dacorogna, Gençay, Muller, Olsen, & Pictet, 2001). Incidentally, most high-frequency data are based on information arriving randomly and directly from markets, such as quoted prices from intraday transactions. This feature makes it very difficult to study these data using methods that are designed for analysing equally spaced time series. On the other hand, one critical advantage introduced by huge influxes of high-frequency information, in terms of goodness-of-fit tests, is we can readily reduce the number of testing specifications.\footnote{Hereafter high-frequency refers to any frequency higher than daily, i.e. intraday data.}
is because statistical uncertainty decreases as the frequency of observations rises (Muller et al., 1995). In this paper, using returns computed from a unique set of high-frequency data, we shall illustrate the distinct advantage of these data in obtaining more precise estimates of realized volatility.

The rest of the paper is organized as follows: Section 2 discusses the importance of high-frequency data in greater details and introduce several ‘stylized facts’ of high-frequency returns. Section 3 introduces some popular models in the Generalized Autoregressive Conditional Heteroskedasticity (GARCH) family. Section 4 examines and compare the stylized facts of financial returns computed from both daily and intradaily data. Section 5 fits the GARCH model to our daily data and discuss the goodness-of-fit in-sample.

Section 6 demonstrates the improved performance of GARCH out-of-sample when we use a realized volatility measure constructed from high-frequency data. In addition, new evidence from multi-scale analysis suggests our wavelet decomposition may provide a better way of approximating the true volatility factor. Section 7 gives some concluding comments.

The Importance of High-frequency Data

Improvement on Volatility Estimates

Merton (1980) argued that high frequency sampling significantly improves the accuracy of the time-varying variance estimate of the price process, although this paper was restricted to only monthly and daily data. In line with this argument, Martens (2001) explicitly mod-elled intraday volatility and concluded that the forecast of daily volatility using intraday returns is superior to that of the traditional approach using daily returns. In addition, the major contribution of the seminal paper by Nelson (1992) is that the accuracy of volatility estimates can be greatly improved with sufficiently frequently sampled data, even with very short calendar time spans. The evidence of similar insights is intuitively provided by Andersen and Bollerslev (1998), in which the authors give a clear explanation of the poor out-of-sample predictive power of the GARCH model family despite adequate in-sample fit. The problem, as they pointed out, is not from the well-specified models themselves, but the ex-post volatility measurements. The conventionally used squared return innovations was proved to be a very noisy, albeit unbiased, proxy for the latent volatility. This motivates these authors to introduce the so-called realized volatility which is defied as cumulative squared intraday returns. They also noted that “this measure converges to genuine mea-surement of latent volatility factor” (effectively making volatility ‘observable’ given that the sampling frequency increases indefinitely. Additionally, previous studies came to the common conclusion that due to specific market characteristics, realized volatility measured from returns computed at very small intervals (in particular less than five minutes) is more likely to be contaminated by micro structure effects (most notably non-synchronous trading and bid-ask bounce) (Poon & Granger, 2003). Evidently, using high-frequency data enables us to compute superior estimates of lower-frequency volatilities. Andersen, Bollerslev, and Cai (2000) examined the intraday volatility of Japanese stock market, and documented a distinctive U-shaped pattern closely following intraday trading periods, in which volatility tends to be high in the opening and closing of market while decreasing throughout the day.
Another important aspect of intraday data is that they can be used to investigate the difference in the dependence structure of volatility at different frequencies. In some cases, such as in a GARCH (1,1) model, inter-temporal aggregation is theoretically proved to be able to preserve volatility structure (see Drost and Nijman (1993)). However, empirical evidence generally suggests otherwise: volatility modelled at high frequencies exhibits much stronger persistence than at low frequencies Diebold (1988). This notion is, in principle, in line with Nelson (1991) and is supported by Glosten, Jagannathan, and Runkle (1993), whose main finding is that persistence in volatility seems to diminish significantly when moving from daily to monthly data. Likewise, Andersen and Bollerslev (1997) argued that the long-memory behaviour observed in daily data also characterizes the volatility process at high frequencies, after filtering out all intraday dependencies.

With regard to the examination of high-frequency stylized facts, Andersen and Bollerslev (1997) noted the sharp contrast between the highly dependent dynamic in daily volatility to a less profound long-term dependence among intraday volatility. According to these authors, the seemingly contradictory evidence of volatility persistence in daily and intraday data is attributable to the fact that intraday volatility can be regarded as “[The] aggregation of numerous constituent component processes; some with very short-run decay rates [which dominate in intraday returns] and others possessing much longer-run dependencies”. In turn, the multiple volatility components at the intradaily frequencies are a result of numerous heterogeneous information arrival processes. From a different angle, Jensen and Whitcher (2000) capture the presence of both short and long-memory (as a result of unexpected as well as anticipated news) with a non-stationary, but locally stationary, stochastic volatility estimator. Their primary finding is a time-varying long-memory parameter which exhibits an intradaily pattern: being highest and lowest in accordance with the opening and closing of foreign exchanges. These authors open up the debate of whether this strong time-of-the-day effect is caused by public macroeconomic news announced at the beginning of some markets, or the capitalization of informed traders at the end of other markets. In any case, the link between volatility dependence structure and the pattern in which new information arrives is central in understanding market operating dynamics. Furthermore, the evidence that long-memory parameter peaks at the close of most active trading exchanges documented by Jensen and Whitcher (2000) and heterogeneous volatility structures captured by Andersen and Bollerslev (1997) both point to the association between the persistence of volatility and less active, less volatile trading sessions.

**The Stylized Facts of High-frequency Financial Returns**

The most notable fact of financial returns is perhaps the Non-normal (or Non-Gaussianity) or the heavy tailed distribution. Earlier empirical analyses dated as far back as the 1970s had repeatedly placed much emphasis on documenting related visual features and numerous implications of returns’ distribution such as its approximate asymmetry, the heavy tails and its high peak (see, for example, Mandelbrot, 1963; Fama, 1965).

Dacorogna et al. (2001) and Taylor (2005) documented and summarized several stylized facts of volatility for both low-frequency and high-frequency returns. Because there are
variations in their orders and wordings, we believe it is helpful to list the propositions in group of ‘traditional’ categories, namely: facts about distributions, autocorrelations, seasonality and scaling properties:

- The middle price is subject to microstructure effects at the highest frequency
- Intraday returns exhibit distribution with heavy tails, with increasing kurtosis proportional to increase in observation frequency
- Intraday returns from traded assets are almost uncorrelated, a part from a significant first-order correlation
- There exists seasonal volatility clusters distinctive to different days of the week
- There exists short bursts of volatility following arrival of major macroeconomic news

Our main interest is placed on the long-memory property exhibited by measures of daily and intraday volatility. Poon and Granger (2003) assert that slow decay autocorrelation of variances is a very well-established stylized fact throughout the literature (refer to Granger, Spear, and Ding (2000) for further reviews). According to Andersen and Bollerslev (1997), long-term dependency is an inherent characteristic of the underlying volatility generating process. These authors also attribute the inconsistent conclusions about the level of volatility dependence to the fact that volatility process is actually a sum of multiple components. Volatility estimates are therefore affected by either short-run components (when using high-frequency data) or long-run ones (when using daily data). However, with appropriate restrictions imposed, the aggregated volatility process always exhibits long memory. Christensen and Nielsen (2007) and Fleming and Kirby (2011) as well as many academics having experience in the field agreed upon the feasibility of describing realized volatility with a fractionally integrated process where the long memory parameter $d$ is within the range of 0.3 - 0.5. However, they also documented short-lived modest impacts of volatility changes on stock prices. In any case, volatility long-run dependence structure possesses a complex nature.

An important question is that what makes the existence of long range dependence crucial to studies of financial time series? One problem with the classical asset pricing theories is pointed out by Lo (1991): whenever such dependence structure exists among financial returns, the traditional statistical inference for tests of the capital asset pricing model and the arbitrage pricing theory, both of which rely on a martingale returns process, is no longer valid. Furthermore, the larger the long-memory effect, the greater the impact of shocks on future volatility. In practice, however, financial returns are almost always observed to be uncorrelated and thus exhibit very little long-run dependence.

Modelling Volatility with the GARCH Family

The foundation of a model that could effectively capture all the stylized facts of returns has attracted enormous attention over time. In the time domain, there are two classes
of volatility models that enjoy vast popularity among academics, namely: the GARCH family models and the stochastic volatility models. While the former studies volatility as a function of observables, the latter incorporates not only observables, but also unobservable volatility components (See (Taylor, 2005) for a review of the topic). For our purposes, it is sufficient to study the first branch, which originates from the introduction of the Autoregressive Conditional Heteroskedastic (ARCH) model first proposed in the seminal paper of (Engle, 1982). This model is designed to capture the time-varying nature of conditional volatility given the historic information of returns. It is important to note that stylized facts of volatility serve as theoretical motivations of specific extensions of the ARCH model. The paper by Engle and Patton (2001) reviews major stylized facts of volatility that should be incorporated in a good model. Specifically, these facts include: (i) volatility clusters, (ii) persistence, (iii) mean reversion and (iv) asymmetric impacts of innovations. Unable to cover the enormous body of research on this model family, our paper only investigates the frameworks most directly designed to incorporate these four stylized facts. Next we shall discuss the salient specifications and their relevance to our research in more detail.

Following the traditional approach we define the one-period continuously compound compounded returns as the first order difference of the natural logarithm of a discrete price sequence. As Taylor (2005) argued, the number of dividend payment days is very small compared to the sample of trading days and thus dividend can be ignored in this setting:

$$r_t = \ln(p_t) - \ln(p_{t-1}) = \Delta \ln(p_t)$$ (3)

Assuming that asset returns are generated by the following process 2:

$$r_t = \mu_t + \sigma_t z_t$$ where $$z_t \sim \text{i.i.d } N(0,1)$$ (4)

in which $$\mu_{t|t-1} = E_{t-1}[r_t]$$ and $$\sigma_{t|t-1} = E_{t-1}[(r_t - \mu_t)^2]$$ are the process’ conditional mean and variance respectively, given the information set at time $$t-1$$ (which is the set of returns up to $$t - 1$$, inclusive).

We also specify the ‘residual returns’ as $$u_t = r_t - \mu_t = \sigma_t z_t$$. Note that the conditional mean $$\mu_t$$ tends to be modelled as an ARMA process in some contexts in order to free the residuals of serial correlations. Nevertheless this variable is usually set to zero or constant 3, as over the long term, in a large sample the average returns tend to be insignificant (Taylor, 2005) 4. The (population) unconditional mean and variance can be defined as:

$$\mu = E[r_t] \text{ and } \sigma^2 = E[(r_t - \mu)^2]$$ (5)

2This is the standard specification of all ARCH-type models examined in this paper. Therefore we implicitly assume it in most of the later discussions.

3In general there are three specifications for conditional mean $$\mu_t$$: we can treat it as zero, a constant, or adding an ARCH term determinant (meaning the expected value of returns also depends on past evaluation of volatility). The last type is commonly referred to as the ARCH-in-mean or ARCH-M model. The difference only results in different forecast of returns while not affecting our main interest - the volatility estimates - in any significant way.

4Which is why the residual returns (or ‘de-meaned’ returns) and original returns series have similar properties and the two are interchangeably used in different GARCH specifications. From our perspective these processes also have the same conditional variance.
As the name suggests, ARCH models conditional volatility auto-regressively, meaning future volatility is specified to be linearly dependent on immediate previous squared residual returns. In other words, large/small deviations from mean return is followed by high/low subsequent variances. This allows us to effectively capture volatility clustering feature and is one of the reasons for the original success of the ARCH-type model:

\[ \sigma_t^2 = \omega + \alpha (u_{t-1}^2) \]  

with \( \omega > 0, \alpha > 0 \). This is the simplest form of ARCH: the ARCH(1) model. When we increase the number of autoregressive terms to \( p \), we have its extended form: the ARCH(p) model:

\[ \sigma_t^2 = \omega + \sum_{i=1}^{p} \alpha_i u_{t-i}^2 \]

As Campbell, Lo, and MacKinlay (1997) pointed out, setting volatility to be time-varying allows us to capture basic stylized facts of financial returns, most notably the property that returns’ distribution is heavy tailed with excess kurtosis.

In this case the returns process is stationary only if \( \sum_{i=1}^{p} \alpha_i < 1 \) (with \( \alpha_i > 0 \forall i \)) so that it has a finite long term unconditional variance, which can be computed as \( \sigma^2 = \text{Var}(u_t) = \frac{\omega}{1 - \sum_{i=1}^{p} \alpha_i} \). Also, the ARCH process is then mean-reverting.

The GARCH (1,1)

Despite its inherent ability to capture volatility clustering, ARCH model fails to account for volatility persistence, as the clusters are short-lived without accounting for extra lagged \( u_t \) terms. Bollerslev (1986) augmented this model by adding a lagged term of conditional volatility, forming the Generalized Autoregressive Conditional Heteroskedasticity (GARCH) (1,1) model:

\[ \sigma_t^2 = \omega + \alpha (u_{t-1}^2) + \beta \sigma_{t-1}^2 \]

where \( \omega > 0, \alpha > 0, \beta > 0 \) and \( \alpha + \beta < 1 \). It can be shown that the GARCH (1,1) is analogous to an ARCH(\( \infty \)) 7. The GARCH (1,1) inherits its predecessor’s ability to capture the excess kurtosis of returns’ distribution. Furthermore, the most important

\[ \sigma_t^2 = \omega + \alpha u_{t-1}^2 + \beta \sigma_{t-1}^2 \]

By recursively replacing the past volatility terms with their GARCH forms we can write the GARCH model as:

\[ \sigma_t^2 = \omega + \alpha u_{t-1}^2 + \beta \sigma_{t-1}^2 = \omega + \alpha u_{t-1}^2 + \beta (\omega + \alpha u_{t-2}^2 + \beta \sigma_{t-2}^2) = \cdots = \frac{\omega}{1 - \beta} + \frac{\alpha}{\beta} \sum_{j=1}^{\infty} \beta^j u_{t-j}^2 \]

So that it becomes an ARCH(\( \infty \)) model.

---

5\( p \) is also known as the lag parameter in this context.

6Also, ARCH model is analogous to an AR model on squared residuals, whilst GARCH can be thought of as an ARMA model on squared residuals.

7By recursively replacing the past volatility terms with their GARCH forms we can write the GARCH model as:
application of this model is its ability to forecast future volatility. We have the $l$-ahead volatility forecast specified via:

$$\hat{\sigma}^2_{t+l} = \sigma^2 + (\alpha + \beta)^l(\sigma^2_t - \sigma^2)$$

(9)

Here the term $(\alpha + \beta)$ is known as ‘persistence parameter’ as it determines the rate at which the variance forecast converges to the long-run unconditional variance $\sigma^2 = E[u^2_t] = \frac{\omega}{1 - (\alpha + \beta)}$ when the forecast horizon tends to infinity ($l \to \infty$). To describe this particular implication of GARCH, Engle (2001) stated that “the GARCH models are mean reverting and conditionally heteroskedastic, but have a constant unconditional variance” (p.160). This is an important complement of GARCH to ARCH. A related quantity specifying the degree of volatility persistence is the ‘half-life’, denoted as $k$. It is the time needed for the variance to move halfway towards its unconditional level. Generally we have $(\alpha + \beta)^k = 0.5$ or $k = \ln(0.5)/\ln(\alpha + \beta)$. For the GARCH model to be stationary we must have $(\alpha + \beta) < 1$.

We can write the generalized form of this model as:

$$\sigma^2_t = \omega + \sum_{i=1}^{p} \alpha_i u_{t-i}^2 + \sum_{j=1}^{q} \beta_j \sigma^2_{t-j}$$

(10)

For the sake of tractability we only focus on the simple GARCH (1,1) as well as its related models with the same ARMA order from here on. Many researchers strongly suggest the comparability of such simple models to the ones incorporating higher order ARMA terms. Furthermore, it is widely documented that GARCH (1,1) generally equals or rivals other, more complex models in the same family, especially in terms of out-of-sample forecast performance (See Hansen and Lunde (2005)).

Data

Our main focus in this section would be to provide a preliminary investigation on Citigroup’s stock prices and returns over the last 30 years or so. Here, we explore some preliminary analyses of daily returns and volatility, with emphases on the so-called ‘stylized facts’, specifically the heavy-tailed distribution and the autocorrelation structure. Detailed description of this company and its role in the Global financial crisis is provided in Appendix A. This is followed by description of our transformation of daily prices into returns in Appendix B.

Stylized Facts of Returns

We collect daily closing prices of Citigroup between 03 Jan 1977 and 31 Jul 2013 from http://finance.yahoo.com. To get a first impression of the data, following the work of Cheng, Roberts, and Wu (2013), we simply concatenate the price series over the weekends and holidays. This means we effectively ignore any missing data in our sample of 30 years daily data, obtaining a total of 9228 daily returns. Figure 1 shows the time series
of Citigroup’s closing price and closing price adjusted for stock splits and dividend, as well as their corresponding returns series (computed by concatenating method). Some most notable features of these series are: (i) the price spikes just before 1998 (the year of the merger between Citicorp and Travelers Group) and exhibits some volatility before continuing to grow; (ii) there are two other major falls of the stock, corresponding to the 2000s Internet bubble bust and Enron scandal (2002) as well as the recent GFC (about right after the rescue package the firm received); (iii) the huge downward trends lead to the most volatile period in returns from 2008 to 2010. In addition, when comparing the closing and adjusted closing price series, a very strong impression is the extremely different scales on the two graphs. In subsequent analyses we shall focus on the ‘adjusted’ returns time series, in which the definition of one-period continuously compounded returns is established as in Section 3, where $P_t$ is the adjusted closing price at time $t$, i.e. $r_t = \ln P_t - \ln P_{t-1}$.

Asymmetric Impact of Returns on Volatility

A stylized fact that is widely documented in quantitative finance researches is the negative correlation between stock returns and their volatility. This phenomenon is largely attributed to the changes in leverage ratio corresponding to changes in stock prices. In particular, a fall in stock price generally has a much larger impact on volatility than a rise of the same magnitude, since it causes the debt-to-equity ratio to rise, thus provoking equity investors’ concern about their claim in the firm. We can illustrate this feature by plotting the stock prices against corresponding absolute returns (as a conventional proxy for volatility):

For the period from 1977 to 2008 the increase in share price results in relatively low level of volatility that is distinct from that of the period from 2008 to 2010. From Figure 2 we can see clearly the inverse direction/sign exhibited by stock returns and volatility: whenever prices go down, volatility goes up and vice versa. Furthermore, the impacts of positive and negative price changes on volatility are dramatically different: a steep rise from 1995 to mid 2007 (indicated by the green trend line) results in a change of volatility that has roughly the same magnitude as the change corresponding to the period from mid 2007 to 2009 (indicated by the red trend line). In other words, the strong fall during the three years of GFC undid the gain built up in previous 12 years and was undoubtedly related to one of the most volatile, unprecedented periods in the history of the finance world. Aside from this obvious feature, the asymmetric relation between price changes and volatility is repeated throughout Citigroup’s timeline.

This relationship was explicitly studied via the specification of asymmetric GARCH models earlier. It will be further elaborated at different time horizons in later sections via the investigation of the leverage effect hypothesis.

On the other hand, looking at Figure 2 one can argue that the relationship between the direction of price movement and the magnitude of volatility can be somewhat expected and the above argument about impact of the sign is not necessarily applicable. The reason is that if we consider volatility to be proportional to the absolute value of the quantity $\frac{\Delta P}{P}$ (where $P$ is the price) then surely the volatility of period 2007-2009 is much greater than that of period 1995-2007. This is simply because this quantity is also proportional
to the slope of the trend lines associated with these periods. The longer the period, the smaller the slope (in terms of absolute value) and vice versa.

Figure 1
Time series plot of Citigroup daily data. From top to bottom: close price, returns (close-to-close), adjusted close price, returns (adjusted close-to-adjusted close). Data range from 03 Jan 1977 to 31 Jul 2013.

This counter argument implies that what really affects volatility is not the direction of price movements, but their speed. If this point is valid, then the steeper (faster) the price goes up/down, the more volatile it will be, i.e. it must be true regardless of the direction of the price change. As a matter of fact, in general the bearish movements are associated with shorter time periods than that of bullish movements so that the bearish trend lines almost always have slope greater than that of bullish trend lines. In other words price decreases almost always at a faster rate than price increases. More evidence can be observed, for example, at the sharp price drops in late 1998 and mid 2002 corresponding to two periods of relatively high volatility (indicated by the red ovals in the last plot of Figure 2.
Figure 2
Comparison between Citigroup daily price series (adjusted for stock splits and dividends) and the corresponding absolute returns series, for the period 1977-2013. The two red ovals indicate periods when visible sharp price drops corresponding to high volatility (aside from the drop in the GFC).

However, we do not observe the relationship in a reverse order, i.e. bullish trend lines having greater slope, thus without a ‘counter-factor’ we can not verify whether or not the direction of price changes is really unimportant. In any case, the observation of asymmetric impact of price changes remained relevant, at least in our sample period.

Long-run Autocorrelation
When we examine Figure 1 the returns series appears to be mean stationary but not covariance stationary, i.e. while the mean does not deviate from zero, the variance of the process is itself time varying. This feature is reflected in the ‘clusters’ of volatility as
illustrated by the absolute series. To better clarify this fact, we plot the autocorrelation function for the returns series together with its squared and absolute series in Figure 3.

For the returns series, although it is difficult to observe the overall significance of the ACF, the Ljung-Box portmanteau test (reported in Table 1 in the next subsection) indicates there is serial correlation among returns up to lag 21, implying our empirical returns are not independent. For the volatility series, we can clearly see the hyperbolic decaying ACFs of the squared and absolute returns which retain their high significance as far as lag 400. This feature implies the long run impact of present shocks to returns on future returns, and must be taken into account when modelling volatility.

Furthermore, when we increase the lag range, we observe a more visible hyperbolic decaying pattern of the ACF functions of squared returns and absolute returns. This indicates a long-memory behaviour of these processes. This feature implies the long run impact of return shocks, which must be taken into account when modelling volatility.

The Leptokurtic Returns Distribution

A common feature of the distribution of financial returns (or residual returns) is its excessive kurtosis relative to a Gaussian distribution (whose theoretical kurtosis is 3). In other words the fourth central moment of these variables is usually greater than 3, implying a heavy-tailed distribution. To illustrate, we plot the histogram of the standardized returns $Z_t = \frac{r_t - \bar{r}}{s}$ where $\bar{r}$ and $s$ are the sample mean and standard deviation of returns, respectively. When compared with other distributions such as the Gaussian, the Student-t (with degrees of freedom of 10) and the Generalized Errors Distribution (GED) we see that the distribution of our standardized returns exhibit excess kurtosis and slightly negative skewness, as shown in Figure 4.

We also note that since the fourth moment raises the variation to a power of four, it is very sensitive to extreme fluctuations of returns around the mean. Therefore, when examining kurtosis, it is desirable to winsorize our data, to make the empirical implications less susceptible to outliers. In particular, we truncate the extreme returns smaller than the 1% quantile and greater than the 99% quantile and consider these as outliers representing impacts of market crashes. Then we replace the negative extreme values by the 1% quantile and the positive extreme values by the 99% quantile. From Figure 5, when studying the boxplots of the 4 time series we can clearly tell the significant reduction of outliers when replacing the ‘raw’ data with winsorized data.

Also, when comparing original returns and winsorized returns there is not much difference between the position of the boxes or the median, as these are based on middle values and are robust to outliers. In addition, the mean of both original and winsorized returns (identified by the black lines in the boxes) are close to zero. Similar observations can be made with the volatility series, in addition to the pure positive outliers of the corresponding boxplots.
The summary statistics of the raw returns (denoted as $r_{\text{raw}}$) and winsorized returns (denoted as $r_{\text{wins}}$) time series along with their corresponding volatility proxies (absolute returns) are reported in Table 1. The distribution of standardized winsorized returns, viz. $r_{\text{wins}}$, still exhibits robust excess kurtosis compared to a standard normal distribution. The Jarque-Bera test rejects normality assumption for all 4 time series, implying a heavy-tailed distribution. Therefore it seems reasonable to account for lepto-kurtosis with the specifications of our GARCH estimates. In addition, the Ljung-Box test strongly suggests autocorrelation among these empirical returns as well as the corresponding volatilities (although the evidence is much weaker for returns). From this point forward, we shall utilize the winsorized returns for further analyses. That is, unless stated otherwise, the daily data examined in subsequent studies are all based on the winsorized returns.
**Figure 4**
Histogram of standardized daily Citigroup returns for period 1977-2013, with lines indicating the fitted normal, student and GED density functions superimposed.

**Test for Unit Root Non-Stationarity**
It is observed that unit root non-stationary time series often exhibit slow decaying ACFs similar to those of stationary long-memory processes. Therefore it might not be possible to distinguish the two type of processes relying only on the ACF (Brooks, 2002). To find out whether our time series are non-stationary, we apply the Augmented Dickey-Fuller (ADF) test for unit root (see Dickey and Fuller (1979) and Hamilton (1994)).

**Table 1**
Summary statistics for Citigroup daily data for the period 03 Jan 1977 to 31 Jul 2013

|                | \( \text{raw} \) | \( |\text{raw}| \) | \( \text{wins} \) | \( |\text{wins}| \) | \( r^2 \text{ wins} \) |
|----------------|------------------|-------------|------------------|-------------|------------------|
| **Mean**       | 0.000189         | 0.0158056   | 0.0003052        | 0.014786    | 0.0004308        |
| **Median**     | 0                | 0.0101181   | 0                | 0.010118    | 0.00010237       |
| **Variance**   | 0.000203         | 0.0004537   | 0.0004308        | 0.000212    | 6.92 \times 10^{-7} |
| **Skewness**   | -0.605176        | 6.576009    | 0.0246598        | 1.639483    | 3.174645         |
| **Kurtosis**   | 42.9454          | 84.3004     | 1.725833         | 2.58466     | 10.49374         |
| **JB**         | 710028.5 (0.0000) | 2800229 (0.0000) | 1147.528 (0.0000) | 6706.388 (0.0000) | 57869.75 (0.0000) |
| **LB (21)**    | 144.31 (0.0000)  | 17018.05 (0.0000) | 52.3834 (0.0000) | 13161.6 (0.0000) | 14189.44 (0.0000) |

p-values are reported in parentheses. JB, LB(21) indicate the Jargue-Bera and Ljung-Box statistics, respectively.
Figure 5
Boxplots of daily time series of Citigroup for period 1977-2013. The black line indicates the median. The number of outliers (or the length of the whiskers) is reduced significantly with the winsorized data. Here the width of the boxes represents the Interquartile Range (IQR), or the difference between the upper quartile-UQ (or the 75% quantile) and lower quartile-LQ (or the 25% quantile). The lower and upper ‘whiskers’ indicate the values equal \( LQ - 1.58 \times IQR \) and \( UQ + 1.58 \times IQR \), respectively. See e.g. McGill, Tukey, and Larsen (1978) and Chambers, Cleveland, Kleiner, and Tukey (1983). Any value falling outside of the range implied by these whiskers is considered an outlier.

Specifically, we use the following model:

\[
\Delta(X_t) = \alpha + \beta t + \gamma X_{t-1} + \sum_{i=1}^{p} \delta_i \Delta(X_{t-i}) + \epsilon_t
\]

Here \( \alpha \) is a constant and \( \beta \) is the coefficient of the time trend. Including both coefficients allow us to test for unit root with a drift and a deterministic time trend simultaneously. Unlike the original DF, the ADF adds the lagged differenced terms to account for up to order \( p \) serial correlation in the data generating process which could invalidate the statistical inference of DF test. The ‘optimal’ number of augmenting lags \( (p) \) is determined by minimizing the Akaike Information Criterion. ADF test statistic is the t-stat of the OLS estimate of \( \gamma \). The null hypothesis of ADF test is \( \gamma = 0 \). Intuitively, when \( \gamma = 0 \) is not rejected, the time series is not stationary, and the lagged level \( (X_{t-1}) \) cannot be used to predict the lagged change \( (\Delta(X_t)) \).

As can be seen from Table 2 the ADF test rejects the null hypothesis at any level of significance for all series. We can conclude that returns, squared returns and absolute returns are stationary.
Table 2
Augmented Dickey-Fuller test for stationarity in daily time series

<table>
<thead>
<tr>
<th>Test Eq. Series</th>
<th>ADF stat</th>
<th>Critical value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Returns</td>
<td>-67.142</td>
<td>-3.4593</td>
</tr>
<tr>
<td>Squared returns</td>
<td>-45.963</td>
<td>-2.8738</td>
</tr>
<tr>
<td>Absolute returns</td>
<td>-46.95</td>
<td>-2.5732</td>
</tr>
</tbody>
</table>

(*) The critical values are obtained from MacKinnon (1994)

In-sample Performance: Volatility Estimate with GARCH Models

We continue with analyses of GARCH frameworks covered in the previous sections, using the daily returns of Citigroup Inc. computed from the time series of closing prices, which are adjusted for stock splits and dividends. We use 7341 observations from 01 Dec 1977 to 31 Dec 2006 and refer to these as our in-sample data.

To illustrate the goodness-of-fit of GARCH(1,1), we first plot the fitted conditional volatility $\sigma_t$ (formulated in previous sections) against in-sample absolute returns in Figure 6. As can be seen, the overall shape of $\hat{\sigma}_t^2$ tracks that of the actual data quite reasonably, save for the extreme values observed at several market crashes.

Comparing Models’ Performance

Model estimates and Diagnostic statistics are reported in Table 3. Most of the estimated parameters are significant. The portmanteau Ljung-Box tests (up to lag 21) suggests no evidence of serial correlation among model residuals, indicating that these models seem to perform adequately. Interestingly, the EGARCH(1,1) yields the highest value of Loglikelihood function compared to other GARCH models previously discussed, as well as the lowest value of Akaike Information Criterion (AIC). Both of these indicators imply better performance of EGARCH. It should be noted that the FIGARCH(1,1) ranks second in terms of performance and yield a estimated $d = 0.4221$ (corresponding to a Hurst index of 0.9221) which is significant at the 1% level. Taken together, the improved performance of EGARCH and FIGARCH imply that our volatility series does exhibit (i) a high degree of long-memory and (ii) an asymmetric relationship with positive and negative returns. Inspired by these findings, we opt to specify yet another class of GARCH model designed to incorporate these two properties of financial volatility. The new model is called the Fractionally Integrated Exponential ARCH (FIEGARCH), which was first proposed in Nelson (1991) and then further examined by Bollerslev and Mikkelsen (1996).

---

8All estimates are obtained with the help of R package rugarch Ghalanos (2013), except for the results of FIGARCH and FIEGARCH (which are obtained using OXMetrics (Laurent & Peters, 2002).

9In its general form the AIC is defined as: $AIC = 2k - 2\ln(L)$ where $k$ is the number of model parameters and $L$ is the maximized likelihood value of the estimated model (Akaike, 1974). For comparison, the model with the lowest AIC is chosen.
Similar to the nesting of GARCH under FIGARCH, by incorporating the fractional orders of integration to EGARCH, we effectively nest it under the FIEGARCH model which, by definition, also nests FIGARCH. In particular, from the specification of EGARCH in Equation 16 we factorize the AR polynomial as \(1 - \varphi(L)\) = \(\phi(L)(1 - L)^d\) and have:

\[
\ln (\sigma_t^2) = \omega + \varphi(L)^{-1}(1 - L)^{-d}[1 + \psi(L)]g(z_{t-1})
\]

with

\[
g(z_{t-1}) = \vartheta z_{t-1} + \gamma (|z_{t-1}| - E[|z_{t-1}|])
\]

Analogous to the EGARCH model, here \(\vartheta < 0\) and \(\gamma > 0\) generally confirm the asymmetric impact of returns on future volatility. Apparently the superiority of FIEGARCH compared to EGARCH is the ability to account for long-memory, which is represented via the parameter \(d\). When \(d = 0\) this model reverts to conventional EGARCH. Bollerslev and Mikkelsen (1996) point out that the FIEGARCH process does not have to satisfy any non-negativity constraints to be well-defined. Fitting this model gives us a Log-likelihood 19281.7, which is even higher than that obtained with EGARCH. The fractional difference parameter is estimated at 0.58, which is significantly greater than 0.5 and is questionable.

Finally, to quantify the model goodness-of-fit we simply regress the absolute returns against the fitted \(\hat{\sigma}_t\) via the following Equation:

\[
|r_t| = a + b \cdot \hat{\sigma}_t + u_t
\]

and obtain the corresponding coefficients of determination: \(R^2 = 0.12042, 0.12047, 0.13096, 0.1215, 0.1301\) and 0.1316 for GARCH, IGARCH, EGARCH, GJRGARCH, FIGARCH and FIEGARCH, respectively. The estimated conditional volatility series acquired from other models do not seem to be significantly different from that of GARCH(1,1). Additionally, the plot of fitted conditional volatility of GARCH(1,1) is not very different from that of other models, given the similarity in terms of parameter estimates. The surprisingly
low in-sample $R^2$ is a result of persistent underestimation of the fitted $\hat{\sigma}_t^2$ compared to daily volatility proxied by absolute returns (see Figure 6). This, in turn, may be a result of the presence of extreme volatility accompanying crises related to the 1980s housing bubble, the 1987 market crash, the 2000s Internet bubble burst or the 2008 global financial distress, for which GARCH failed to provide good estimates.

Diagnostic Residual Tests

Specifically, for GARCH(1,1) the Ljung-Box test for serial correlation yields $Q(21) = 30.693$ (p-value = 0.059) for residuals ($z_t$) and $Q(21) = 6.8541$ (p-value = 0.997) for squared residuals ($z_t^2$). This means we cannot reject the null hypothesis of no serial correlation for either of these series at 5% level for even as far as 21 lags. Indeed, the pattern exhibited by the time series plot of $z_t$ in Figure 7 is analogous to that of a white noise process, and an indicator of the appropriateness of our GARCH model (for similar analyses, see Tsay (2001), p.97):

![Figure 7](image_url)

Figure 7
Time series plot of standardized residuals of GARCH(1,1) Data sample from 01 Dec 1977 to 31 Dec 2006.

Another relevant test of residuals involves examining their distribution. Because one important assumption of our GARCH(1,1) model is that the innovations $z_t$ are conditionally normally distributed, it is necessary to check if this assumption holds with model’s standardized residuals. Checking for normality can be done via inspecting histogram and Jarque-Bera test. Figure 8 indicates a leptokurtic distribution (with a excessive kurtosis of 18.35) and the Jarque-Bera test strongly rejects the null hypothesis of normality.

Non-normality is also visible through the quantile-quantile plot of the empirical distribution of $z_t$ against that of a Student distribution (with 10 degrees of freedom) and a Generalized error distribution (see Figure 9). Taken together, the histogram and Q-Q plot show that the deviation from normality seems to be significant. As we can see the empirical distribution of residuals may be better approximated by the t-distribution and GED than normal distribution. Interestingly, deviation from normality is driven by both extreme
Table 3
Summary of different GARCH family model estimates. Non-normality robust standard errors are reported in parentheses.

Model estimates with Gaussian distribution for residuals

<table>
<thead>
<tr>
<th>Parameters</th>
<th>GARCH (1,1)</th>
<th>IGARCH (1,1)</th>
<th>EGARCH (1,1)</th>
<th>GJR-GARCH (1,1)</th>
<th>FIGARCH (1,1)</th>
<th>FIEGARCH (1,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>µ</td>
<td>0.000585**</td>
<td>0.000585***</td>
<td>0.000591**</td>
<td>0.000535**</td>
<td>0.000559**</td>
<td>0.000685****</td>
</tr>
<tr>
<td></td>
<td>(0.000178)</td>
<td>(0.000175)</td>
<td>(0.000184)</td>
<td>(0.000172)</td>
<td>(0.000179)</td>
<td>(0.000166)</td>
</tr>
<tr>
<td>ω</td>
<td>0.000003*</td>
<td>0.000003*</td>
<td>-0.120887***</td>
<td>0.000004*</td>
<td>0.000009****</td>
<td>-0.000723****</td>
</tr>
<tr>
<td></td>
<td>(0.000002)</td>
<td>(0.000002)</td>
<td>(0.035901)</td>
<td>(0.000002)</td>
<td>(0.000005)</td>
<td>(0.000076)</td>
</tr>
<tr>
<td>α</td>
<td>0.0853***</td>
<td>0.085866</td>
<td>0.007213***</td>
<td>0.001908</td>
<td>0.001908</td>
<td>0.001908</td>
</tr>
<tr>
<td></td>
<td>(0.02033)</td>
<td>(0.019012)</td>
<td>(0.017713)</td>
<td>(0.000013)</td>
<td>(0.000013)</td>
<td>(0.000013)</td>
</tr>
<tr>
<td>α^*</td>
<td>0.028980</td>
<td>0.26874</td>
<td>-0.025562</td>
<td>0.26874</td>
<td>0.26874</td>
<td>0.26874</td>
</tr>
<tr>
<td></td>
<td>(0.026205)</td>
<td>(0.013324)</td>
<td>(0.013324)</td>
<td>(0.013324)</td>
<td>(0.013324)</td>
<td>(0.013324)</td>
</tr>
<tr>
<td>β</td>
<td>0.913695****</td>
<td>0.914134</td>
<td>0.967297****</td>
<td>0.652333</td>
<td>0.652333</td>
<td>0.20311</td>
</tr>
<tr>
<td></td>
<td>(0.019052)</td>
<td>N/A</td>
<td>(0.004879)</td>
<td>(0.11091)</td>
<td>(0.11091)</td>
<td>(0.11091)</td>
</tr>
<tr>
<td>γ</td>
<td>0.176913****</td>
<td>0.176913****</td>
<td>0.176913****</td>
<td>0.176913****</td>
<td>0.176913****</td>
<td>0.176913****</td>
</tr>
<tr>
<td></td>
<td>(0.030585)</td>
<td>(0.030585)</td>
<td>(0.030585)</td>
<td>(0.030585)</td>
<td>(0.030585)</td>
<td>(0.030585)</td>
</tr>
</tbody>
</table>

Diagnostic information

| AIC         | -5.2246     | -5.2250     | -5.2241     | -5.2254     | -5.2360     | -5.2512     |
| BIC         | -5.2209     | -5.2222     | -5.2284     | -5.2207     | -5.2313     | -5.2466     |
| Log Likelihood | 19181.01    | 19181.45    | 19249.95    | 19181.87    | 19233.81    | 19281.7     |
| Qstat (lag p+q+5) | 21.89****   | 21.85****   | 21.37****   | 22.30****   | 23.16****   | 22.69****   |
| Sign bias   | 0.6099      | 0.5419      | 0.6104      | 0.5416      | 0.5294      | 0.5965      |
| Neg. size bias | 1.3606      | 1.3429      | 1.3429      | 1.4047      | 1.0919      | 0.9491      |
| Pos. size bias | 0.4334      | 0.6647      | 0.4564      | 0.6481      | 0.3285      | 0.7426      |
| Joint Effect | 2.1293      | 0.5469      | 2.0754      | 0.5569      | 1.9750      | 0.8010      |

N/A indicates no convergence was found for the corresponding statistic.

Statistical significance indicators: * (P ≤ 0.05), ** (P ≤ 0.01), *** (P ≤ 0.001), **** (P ≤ 0.0001). All models assume Gaussian distribution of innovations.
negative and positive returns shocks, which is consistent with the fact that GARCH (1,1) is unable to discriminate between the signs of shocks. Deviation from t-distribution and GED, on the other hand, seems to be mostly driven by large positive shocks.

Figure 8
Histogram and descriptive statistics of standardized residuals for GARCH(1,1).
Density curves from 3 distributions: normal, Student and GED with comparable mean and variance are superimposed.

Given these insights, we proceed to adjust our original assumption of normality and re-estimate the GARCH models with Maximum likelihood functions corresponding to the Student t-distribution and Generalized errors distribution (note that our original estimates are robust to non-normality thanks to robust standard deviation proposed by Bollerslev and Wooldridge (1992). Other conditions are preserved for re-estimation. Results are reported in Tables 4 and Table 5 for t-distribution and GED, respectively. Overall we observe improvement in terms of higher Log-likelihood values: for example, for GARCH(1,1) the maximum Log-likelihood increases from 19181.01 with Normal distribution to 19642.62 for t-distribution and 19587.99 for GED. Likewise the AIC decreases from −5.22 to −5.35 and −5.33. Estimated values of main parameters and corresponding significance do not change dramatically. However, this seemingly improved goodness-of-fit (with respect to empirical returns data) is not manifest in increased R-squared from regressing absolute returns against $\hat{\sigma}_t^2$. In particular, with GARCH(1,1) we obtain $R^2 = 0.1202$ for t-distribution and $R^2 = 0.1200$ for GED (compared to $R^2 = 0.12042$ for normal distribution). However, all of the statistics associated with estimates for FIGARCH(1,1) model do not converge when the GED is adopted. The same observation is made with FIEGARCH(1,1) for both Student and GED distribution specifications, which is why we do not report the estimates.
of this model in these two cases. Nevertheless, throughout the various specifications of residuals’ distribution, FIGARCH(1,1) exhibits a very high degree of fractional difference parameter (around 0.42).

Figure 9
Q-Q plots of residuals’ distribution against normal distribution (top), t-distribution (middle) and GED (bottom). Red line indicates identity line.

Out-of-sample Performance: Daily Volatility vs. Realized Volatility

The primary value of a time series model lies in its ability to provide reliable approximations of the modelled variable, both in-sample (where data are used to estimate model parameters) and out-of-sample (where the model is updated with new data and produces forecasts). Here we illustrate how high-frequency data is used to construct a ‘realized’ volatility measure which may provide a better approximation to the latent volatility variable. For comparative purposes, in the first part of the subsequent analysis we adopt the
approach of Andersen and Bollerslev (1998) and Hansen and Lunde (2005). In line with these authors, we find some evidence for the credibility of GARCH (1,1) model.

It should be noted that, throughout the section, we focus on ‘ex-post’ one-period-ahead forecasts when evaluating model performance out-of-sample, meaning we use known returns data to update our estimated GARCH model and get the forecasts of volatility (a technique known as ‘rolling forecast’). Although these forecasts have less practical value than the ‘ex-ante’ forecasts (e.g. rather than using known returns to get volatility forecasts, we may first forecast returns themselves), this is a standard approach which provides an objective and direct assessment of model performance.

**Study Design**

To begin, we use a more general notation of returns proposed by Andersen and Bollerslev (1998), which incorporates the sampling frequency \( m \):

\[
    \log p_t = \log p_{t-1} + \frac{r_{(m),t}}{m} + \epsilon_{(m),t}
\]

in which \( p_t \) denotes the logarithmic price. Given the sampling rate \( m \), we define \( \{r_{(m),t}\} \) as the discretely observed time series of continuously compounded returns with \( m \) observations per day. The instantaneous returns process is then defined as \( r_t \equiv r_{(\infty),t} \equiv dp_t \). When \( m = 1 \) we have the daily returns, which represents the standard frequency in many studies.

Following Andersen and Bollerslev (1998) we model the (1-period) daily volatility using the generalized GARCH (1,1) specification:

\[
    \sigma^2_{(m),t} = \omega(m) + \alpha(m) \cdot r^2_{(m),t-1/m} + \beta(m) \cdot \sigma^2_{(m),t-1/m} + \epsilon_{(m),t}
\]

where \( \omega(m) > 0, \alpha(m) \geq 0, \beta(m) \geq 0 \)

\[
    \eta(m) \sim \text{i.i.d N}(0,1)
\]

Theoretically, if we have a correctly specified model, our forecast must equal the true return variance, i.e.:

\[
    E(r^2_{t+1}) = E(|r_{t+1}|^2) = E(u^2_{t+1}) = \hat{\sigma}^2_{t+1}
\]

This motivates a direct way to evaluate GARCH forecast performance, that is, to use some type of MSE (mean squared errors)-based metrics to test for the null hypothesis: \( E(\hat{\sigma}^2_{t+1} - \text{Var}[r_{t+1}]) = 0 \). To do this the most popular approach is analogous to Mincer and Zarnowitz (1969)’s method of evaluating conditional mean forecasts (but in this context we need to evaluate conditional variance forecasts instead). In particular, we simply need to regress some ex-post realized volatility measurement on the estimated values obtained from GARCH (1,1) as follows:

\[
    r^2_{(m),t+1/m} = a(m) + b(m) \cdot \hat{\sigma}^2_{(m),t+1/m} + \epsilon_{(m),t+1/m}
\]

With the method outlined, the next step is to choose an appropriate ex-post volatility proxy. Andersen and Bollerslev (1998) criticized the use of squared returns as a volatility proxy. They show that using this quantity results in a ‘systematically’ poor forecast.
performance, because daily squared return is an unbiased, but very noisy estimator of the true latent volatility. This is evident in a ‘disappointingly’ low R-squared obtained when regressing this proxy on the forecasts, as commonly observed in numerous contemporary papers. In hope of reducing the degree of misspecification associated with using squared returns by a power of 2, we opt for using absolute returns. This is also consistent with the view of volatility as standard deviation rather than variance. In addition, Taylor (1986)’s findings suggest that better forecasts of volatility were provided by models using absolute returns compared to squared returns. This might be a result of absolute returns displaying higher degree of long-memory than squared returns, which motivates direct modelling of volatility from absolute returns (See e.g. Ding and Granger (1996) and Vuorenmaa (2005)). Furthermore, as pointed out by Vuorenmaa (2005), since the logarithmic squared value of a close-to-zero return would be negative, it is less favourable to be used as volatility proxy compared to an absolute return, which is more robust to this kind of ‘inlier’ problem. The above arguments have been largely verified with stock data, at the very least.

Application

We start with estimating the GARCH (1,1) model (specified in Equation 13), using in-sample data based on daily returns of Citigroup, Inc. from 01 Dec 1977 to 31 Dec 2006. Next, we update the estimated model with out-of-sample daily returns from 03 Jan 2007 to 31 Dec 2007 and get the rolling forecast of volatility (denoted as $\hat{\sigma}_{(m),t+1/m}$). Consequently, our one-step ahead GARCH(1,1) volatility forecasts are computed for the period of 250 working days of the year 2007 (excluding weekends and holidays for their insignificant trading activities). We then proceed to replace the fitted/forecast variance in equation 14 with these values. In other words we modify Andersen and Bollerslev (1998)’s approach by regressing absolute returns on forecast standard deviation instead of regressing squared returns on forecast variances $^{10}$:

$$|r_{(m),t+1/m}| = a_{(m)} + b_{(m)} \cdot \hat{\sigma}_{(m),t+1/m} + \epsilon_{(m),t+1/m}$$

(15)

Substituting absolute daily returns ($m = 1$) into this generalization we have:

$$|r_{(1),t+1}| = a_{(1)} + b_{(1)} \cdot \hat{\sigma}_{(1),t+1} + \epsilon_{(1),t+1}$$

(16)

The R-squared value of Equation (16) ($R^2_{(1)}$) can be viewed as a simple indicator of how well our estimates of volatility can explain the variability in the ex-post returns which, in theory, can not be observed. The problem remains, as discussed earlier, that traditional daily proxies of volatility (e.g. squared residual returns, squared returns, absolute returns) may not be adequate. In particular, as can be seen in Table 4, using daily absolute returns as volatility proxy (or the dependent variable in Equation 16) suggests that our GARCH(1,1) model only explains 13.9% of the daily variability of returns. When using

$^{10}$The former specification is also adopted by (Jorion, 1995). A viable alternative would be to compare volatility forecasts with ex-post returns shocks (or residual returns) out-of-sample. But as Tsay (2001) argued, using returns shocks as a measure of realized volatility may not be a good idea. A single realization of the random variable $u_{t+1}^2$ is not adequate to provide an accurate estimate of the movement of day-by-day volatility (or $\text{Var}_{t+1}(u_t)$).
squared returns we obtain a decreased value: $R^2_{(1)} = 0.0997$, but this is still higher than the corresponding $R^2$ values reported in Andersen and Bollerslev (1998)’s exchange rate study, i.e. 0.047 for the Deutsche Mark/U.S. Dollar (DM-$) and 0.026 for Japanese Yen/U.S. Dollar (¥-$) rates.

All things considered, these results suggest that absolute returns may provide a more appropriate volatility proxy than squared returns. However, regardless of the proxies used, the low $R^2_{(1)}$ and a poor out-of-sample fit are to be expected, as both proxies are noisy estimators of true volatility process. In defence of the GARCH model, Andersen and Bollerslev (1998) assert that the use of these noisy proxies distort our perception of GARCH forecasts performance, because “[…] Rational financial decision making hinges on the anticipated future volatility and not the subsequent realized squared returns. Under the null hypothesis that the estimated GARCH(1,1) model constitutes the correct specification, the true return variance is, by definition, identical to the GARCH volatility forecast.” (p.890).

Realized Volatility Proxy Constructed from Intraday Returns

The above arguments imply that to obtain meaningful forecast evaluation we first need to acquire a better volatility estimate. According to the theory of quadratic variation (See Karatzas and Shreve (1991)), in principle, the cumulative squared intraday returns provide better approximation to ex-post volatility at higher sampling rate:

$$\lim_{m \to \infty} \left( \int_0^1 \sigma^2_{t+\tau}d\tau - \sum_{j=1}^{m} r^2_{(m),t+j/m} \right) = 0$$

(17)

in which $\int_0^1 \sigma^2_{t+\tau}d\tau$ denotes the continuous time volatility measure and $r^2_{(m),t+j/m}$ is the length $j/m$ period squared return. Motivated by this proposition, Hansen and Lunde (2005) show that when intraday returns are uncorrelated we have an unbiased estimator of $\sigma^2_t$ simply by summing intraday squared returns:

$$\hat{\sigma}^2_{(m),t} = \sum_{j=1}^{m} r^2_{(m),t+j/m}$$

(18)

$$E \left[ \hat{\sigma}^2_{(m),t} \right] = E(r^2_t) = E \left[ \hat{\sigma}^2_{(1),t} \right]$$

Ideally we would choose $m$ close to infinity. In practice, irregularly spaced price realizations would render computing ‘continuous’ measurement at an infinite sampling rate infeasible. Furthermore, various microstructure effects may result in negative serial correlation among returns (Dacorogna et al., 2001). Many researchers suggest 5 minutes as the optimal sampling interval. Therefore we opt for using a realized volatility measures computed from intraday returns recorded every 5 minutes for the year 2007. These returns are calculated from a value weighted average of tick-by-tick prices provided by the Australian Securities Industry Research Centre of Asia-Pacific (SIRCA).
For Citigroup Inc., millisecond-timestamped tick data are collected for the year 2007. The first and last tick of each day are omitted in this calculation, as their corresponding trading volumes are much higher than those of the rest of the ticks. These ‘outliers’ are the result of catching up with cumulative overnight information. For assets that are not traded continuously throughout the day, we can only construct a ‘partial’ realized volatility measure using the observed intraday data, that is:

\[
\hat{\sigma}^2_{(m,p),t} = \sum_{j=1}^{p} r^2_{(m),t+j/m}
\]  \hspace{1cm} (19)

Naturally, this partial measure underestimates the total daily variation of returns. However, Hansen and Lunde (2005) point out that we can scale our partial measure with the inverse of the fraction of the day when we obtain intraday returns, i.e. \( \frac{p}{m} \), to correct for this bias. Since the New York Stock Exchange (NYSE)’s standard trading hour is from 9:30 E.S.T to 16:00 E.S.T (6.5 hours) we have \( p = 78 \) 5-minute observations (or intervals) per day (instead of a full day of \( m = 288 \) in most studies concerning 24-hour foreign exchanges trading). This gives us a total of 19,500 five-minute observations for 250 trading days. Because the sum of squared 5-minute returns in our sample only represents roughly 6 hours of trading, we compute daily realized volatility by multiplying (or rescaling) this sum by 4 (using \( \frac{p}{m} = \frac{78}{288} = 3.69 \) would result in little difference) 11.

\[
RV_{5min,t} = \sqrt{\left( \sum_{j=1}^{78} r^2_{(78),t+j/78} \right) \times 4} \hspace{1cm} (t = 1, \ldots, 250) \hspace{1cm} (20)
\]

so that the return-volatility regression is modified to be:

\[
|R_{RV_{5min,t+1}}| = \alpha_{(1)} + \beta_{(1)} \cdot \hat{\sigma}_{(1),t+1} + u_{(1),t+1} \hspace{1cm} (21)
\]

**Results**

Our measure of ex-post realized volatility improves the goodness-of-fit of GARCH estimates significantly. In particular, the coefficient of multiple determination increases from \( R^2 = 0.1388 \) to \( R^2 = 0.5165 \). Summary for these forecast performance comparisons are reported in Table (4). With our simple realized measurements we can obtain a great improvement in ex-post forecast performance, which can be illustrated in Figure 10: The red line in the lower panel (our realized volatility measure) fits the blue line (our GARCH estimates) much better than the red line in the upper panel (which is simple absolute returns). To

---

11 Hansen and Lunde (2005) mentioned a simpler method to account for the bias associated with the use of only a proportion of 24 hours: adding the squared returns computed from closing price and next day’s opening price. Although the addition accounts for the non-trading 3/4 portion of the day, it is almost as noisy as daily squared returns, since the added component disregards unobserved intraday fluctuations during the non-trading session.
compare our approach to that of Andersen and Bollerslev (1998), we substitute squared $RV_{5min}$ and $\hat{\sigma}_t^2$ for regression and obtain $R^2 = 0.4341$. This value is comparable to that documented by these authors, who report R-squared values of 0.479 and 0.392 for DM-$\$ and ¥-$ series, respectively.

Table 4
GARCH(1,1) (ex-post) out-of-sample forecasts performance regression results.

<table>
<thead>
<tr>
<th>Panel A: Regression with absolute returns</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>r_{(1),t+1}</td>
</tr>
<tr>
<td>Estimate</td>
<td>Std. Error</td>
</tr>
<tr>
<td>a</td>
<td>0.000140</td>
</tr>
<tr>
<td>b</td>
<td>0.711384***</td>
</tr>
</tbody>
</table>

Joint test for model forecast performance ($H_0 : a = 0, b = 1$)

<table>
<thead>
<tr>
<th>Residual d.f</th>
<th>RSS</th>
<th>Sum of square</th>
<th>F-stat</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>0.0449</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>248</td>
<td>0.0379</td>
<td>0.00707</td>
<td>23.229***</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Regression with realized volatility measures</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>RV_{5min},t+1</td>
</tr>
<tr>
<td>Estimate</td>
<td>Std. Error</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>-0.000359***</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.41***</td>
</tr>
</tbody>
</table>

Joint test for model forecast performance ($H_0 : \alpha = 0, \beta = 1$)

<table>
<thead>
<tr>
<th>Residual d.f</th>
<th>RSS</th>
<th>Sum of square</th>
<th>F-stat</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>0.035502</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>248</td>
<td>0.02222</td>
<td>0.013282</td>
<td>74.119***</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

*** indicates p-value ≤ 0.0001.

It is worth noting that while the slope coefficients reported in Table 4 are significant, the intercept coefficients are insignificant and have a value close to zero. Given a correctly specified model, we would expect $a = 0, b = 1$ where $a$ and $b$ are the coefficients from the above regressions. In practice, estimation error would introduce a downward bias in the estimate of $b$ (See e.g. Chow (1983) and Christoffersen (1998)). Therefore by testing the null hypothesis ($H_0 : a = 0, b = 1$) we have a means to determine whether our model can provide good forecasts (Mincer & Zarnowitz, 1969). F-test outputs reported in Table 3 implies rejection of the null hypothesis for both regressions. This shows our estimates do not track the RV measures as well as we would like, even though in theory they are superior to the daily measures. This can possibly be explained by an argument from Awartani and Corradi (2005), that while RV may be a better unbiased estimator than daily (squared) returns, it is only consistent when the underlying returns follow a continuous semi-martingale, which is not true for discrete GARCH process. In other words, RV does not outperform daily measure significantly in terms of representing the true latent volatility in the context of a discrete time data generating process.

To some extent we have accounted for the misspecified ex-post volatility measure associated with daily returns. Now we can utilize the 6 loss functions suggested by Hansen and Lunde (2005) as measures for performance of our models out-of-sample, all of which are modifications of the MSE whose lower value indicates better forecasts. In particular,
given \( n = 250 \) we would have:

\[
MSE_1 = n^{-1} \sum_{t=1}^{n} (\hat{\sigma}_t - h_t)^2; \quad MSE_2 = n^{-1} \sum_{t=1}^{n} (\hat{\sigma}_t^2 - h_t^2)^2
\]

\[
PSE = n^{-1} \sum_{t=1}^{n} (\hat{\sigma}_t^2 - h_t^2)^2 h_t^4; \quad R2LOG = n^{-1} \sum_{t=1}^{n} [\log(\hat{\sigma}_t^2 h_t^{-2})]^2
\]

\[
MAD_1 = n^{-1} \sum_{t=1}^{n} |\hat{\sigma}_t - h_t|; \quad MAD_2 = n^{-1} \sum_{t=1}^{n} |\hat{\sigma}_t^2 - h_t^2|
\]

where \( \sigma_t \) is the estimated volatility and \( h_t \) indicates our ex-post measures (\( RV_{5min} \)). Results are reported in Table 4, which shows little difference between the models, although there is slightly better performance of GJR-GARCH (1,1). Overall, all 4 models examined provide relatively good out-of-sample forecasts. It seems that models accounting for asymmetry do have slightly better performance, both in and out-of-sample. Again the results need cautious consideration regarding the limit of data range.

### Table 5

<table>
<thead>
<tr>
<th>Forecast performance metrics</th>
<th>Model</th>
<th>MSE (_1)</th>
<th>MSE (_2)</th>
<th>PSE</th>
<th>R2LOG</th>
<th>MAD (_1)</th>
<th>MAD (_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GARCH(1,1)</td>
<td>0.00014200</td>
<td>8.20 \times 10^{-7}</td>
<td>0.259646</td>
<td>0.720293</td>
<td>0.007773</td>
<td>0.000454</td>
</tr>
<tr>
<td></td>
<td>IGARCH(1,1)</td>
<td>0.00014139</td>
<td>8.17 \times 10^{-7}</td>
<td>0.260498</td>
<td>0.719489</td>
<td>0.00776</td>
<td>0.000453</td>
</tr>
<tr>
<td></td>
<td>EGARCH(1,1)</td>
<td>0.00013793</td>
<td>8.07 \times 10^{-7}</td>
<td>0.255495</td>
<td>0.690906</td>
<td>0.00769</td>
<td>0.000450</td>
</tr>
<tr>
<td></td>
<td>GJR-GARCH(1,1)</td>
<td>0.00013171</td>
<td>7.74 \times 10^{-7}</td>
<td>0.250268</td>
<td>0.668722</td>
<td>0.00750</td>
<td>0.000439</td>
</tr>
</tbody>
</table>

### Figure 10
Comparing one-step ahead daily forecasts from GARCH(1,1) model \((\hat{\sigma}_{(1),t+1})\) with corresponding absolute returns (top) and realized volatility measure computed from 5-minute returns (bottom). Data sample ranges from 01 Jan 2007 to 31 Dec 2007.
Concluding Remarks

In the most recent decades, the availability of financial data has played an increasingly indispensable role in facilitating the development of quantitative models aiming to construct volatility theories. This point of view can be underscored by simply considering the parallel evolution of data frequencies and the corresponding diversity of such models. Linear model families such as the Autoregressive Integrated Moving Average (ARIMA) had been used to model monthly or yearly data from the 1970s. When daily and weekly data became available in the 1980s, discoveries of varying conditional variance of returns called for the non-linear branch of ARCH models. Recently, even the conventional GARCH did little in terms of explaining the new range of properties extracted from the high-frequency data.

Living up to their celebrated reputation, the various GARCH models examined in this study do provide decent in-sample volatility estimates, as evidenced by the strong performance of the model residuals in diagnostic tests. Overall, the empirical evidence presented in this paper indicates that to some extent, the volatility process is predictable and/or can be effectively modelled by GARCH models. In addition, this simple example illustrates the important role of intraday data in constructing improved ex-post volatility measurements. The results, although being more or less consistent with previous studies, remain somewhat inconclusive, considering the (discrete) out-of-sample data range is relatively small compared to the large in-sample data range. This observation calls for further investigation using longer time frame of high-frequency data.

Given the advantage of our approach, it is worthwhile to acknowledge its shortcomings. Our study, for all intents and purposes, aims to explore the volatility structure of only one company, Citigroup Inc., which, despite having a heavily traded stock reflecting important market fluctuations, may possess unique capital structure properties that affect our findings and make them biased. In addition, for many reasons the firm was highly impacted by the GFC, more than any other financial service company. This means our results may have limited general validity. On the other hand, the fact remains that it is the special position of Citigroup in the global finance system that provides us with a worthy candidate to study the inter-relationship between returns and volatility. Preferably, to extend our paper’s implications to a wider group, in the future, we could conduct event studies to focus on specific periods that can be related to the company’s financial structure, or we could study a group of companies that share Citigroup’s intrinsic characteristics. Alternatively, we could organize similar investigations on various indexes, from both developed and emerging markets, to draw more general conclusions.
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